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(57) ABSTRACT

Methods, systems, and apparatus, including computer pro-
grams encoded on a computer storage medium, for aggre-
gating requests for resources. In one aspect, a method
includes receiving a set of requests for computing resources.
Each request specifies one or more computing resources
and, for each of the one or more computing resources, a
quantity of the computing resource requested. A quantity-
based provider condition that a request must meet for
inclusion in an allocation process is identified. Each
received request that fails to meet the quantity-based pro-
vider condition is included in a proper subset. Requests in
the proper subset of requests are grouped into one or more
groups based at least on the quantity of the one or more
resources specified by each request of the proper subset and
the quantity-based provider condition. A respective com-
bined request is generated for each group of requests.
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AGGREGATING RESOURCE REQUESTS

BACKGROUND

Cloud computing and other distributed computing sys-
tems allow resource providers to offer computing resources
for use by others over a network. For example, a resource
provider may host a web-based application for a business,
and enable use of the web-based application over the Inter-
net. Furthermore, some companies have organizational dis-
tributed computing systems in which employees or depart-
ments may be able to request and use computing resources
of the distributed computing system.

Often, however, there is mismatch between the size and
shape of demands from customers of the cloud infrastructure
and the size and shape of the deployed physical infrastruc-
ture to fulfill those customers” demands. Thus, a provider of
cloud computing services must efficiently shape the demand
to fit the shape of the deployed physical infrastructure and
sometimes scale the cloud based infrastructure over time to
meet the demands of its customers.

SUMMARY

In general, one innovative aspect of the subject matter
described in this specification can be embodied in methods
that include the actions of receiving a set of requests for
computing resources, each request specifying one or more
computing resources and, for each of the one or more
computing resources, a quantity of the computing resource
requested; identifying a quantity-based provider condition
that a request must meet for inclusion in an allocation
process that allocates computing resources based on requests
for the computing resources; including in a proper subset of
the requests, each received request that fails to meet the
quantity-based provider condition; grouping requests in the
proper subset of requests into one or more groups based at
least on the quantity of the one or more resources specified
by each request of the proper subset and the quantity-based
provider condition, each group including one or more
requests, and at least one group including requests received
from different resource requesters; generating a respective
combined request for each group of requests, each combined
request being a request that meets the quantity-based pro-
vider condition; providing each combined request and each
request of the set of requests that independently meet the
quantity-based supplied constraint as inputs to the allocation
process; receiving data specifying an allocation of a set of
computing resources from the allocation process; and pro-
viding data that causes the set of resources to be allocated to
resource requesters based on the specified allocation. Other
embodiments of this aspect include corresponding systems,
apparatus, and computer programs, configured to perform
the actions of the methods, encoded on computer storage
devices.

These and other embodiments can each optionally include
one or more of the following features. The quantity-based
condition can specify a particular quantity of resources that
must be requested for inclusion in the allocation process.
Aspects can further include identifying two or more requests
for which a sum of the quantities of the one or more
resources specified by the two or more requests meets the
particular quantity of resources and determining to group the
two or more resources in response to the sum meeting the
particular quantity of resources.

The quantity-based condition can specify a particular
quantity of resources that must be requested for inclusion in
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the allocation process. Aspects can further include deter-
mining that a sum of the quantities of the one or more
resources specified by requests of a particular group is less
than the particular quantity of resources; and increasing the
quantity specified by each request of the particular group
such that a sum of the increased quantities of the one or more
resources specified by the group meets the particular quan-
tity specified by the quantity-based condition.

Aspects can further include determining that a sum of the
quantities of the one or more resources specified by requests
of a particular group is less than a particular quantity of
resources specified by the quantity-based condition; identi-
fying a quantity of excess resources to be requested in a
combined request for the particular group based on a dif-
ference between a sum of the quantities and the particular
quantity of resources specified by the quantity-based con-
dition; identifying a cost for a compliant request that meets
the particular quantity specified by the quantity-based con-
dition; determining a cost for the excess resources based on
the cost for the compliant request and the quantity of excess
resources to be requested; and dividing the cost for the
excess resources between the each request included in the
particular group.

Dividing the cost of the excess resources between each
request included in the particular group can include deter-
mining that a first quantity of the one or more computing
resources specified by a first request included in the par-
ticular group is less than a second quantity of the one or
more computing resources specified by a second request
included in the particular group; and assigning a greater
proportional share of the cost of the excess resources to the
first request than the second request in response to deter-
mining that the first quantity is less than the second quantity.

The provider condition can specify a preferred ratio
between a quantity of a first computing resource and a
quantity of a second computing resource included in a
request. Grouping the proper subset of requests into one or
more groups can include identifying a first request and a
second request of the proper subset as candidates for a
particular group; determining a combined ratio between (a)
a total quantity of the first resource specified by the first
request and the second request; and (b) a total quantity of the
second resource specified by the first request and the second
request; determining that the combined ratio is within a
threshold amount of the preferred ratio; and determining to
group the first and second requests in a particular group
together in response to determining that the combined ratio
is within a threshold amount of the preferred ratio.

Grouping the proper subset of requests into one or more
groups can include identifying a first request and a second
request of the proper subset as candidates for a particular
group, the first request including a first bid specifying an
amount that a first requester is willing to pay for the one or
more computing resources specified by the first request, and
the second request includes a second bid specifying an
amount that a second requester is willing to pay for the one
or more computing resources specified by the second
request; determining that the amount of the first bid is within
a threshold amount of the amount of the second bid; and
determining to group the first and second requests in a
particular group together in response to determining that the
amount of the first bid is within a threshold amount of the
second bid.

The allocation process can include an auction that allo-
cates the set of resources based on bid amounts specified by
the requests provided as input to the allocation process.
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Aspects can further include determining a bid amount for a
combined request for the particular group based on the
amounts specified by the first and second bids. Each request
can specity the one or more computing resources in abstract
computing units.

Particular embodiments of the subject matter described in
this specification can be implemented so as to realize one or
more of the following advantages. Resource requests that do
not conform to supplier’s conditions, such as quantity-based
conditions, can be grouped and aggregated to form com-
bined requests that conform to the conditions. By aggregat-
ing requests, requests for smaller quantities of computing
resources can be included in a resource allocation process
without requiring the resource requester to request more
than the desired amount of resources. Computing resources
are allocated more efficiently by aggregating requests that do
not meet quantity-based and/or other types of conditions.

The details of one or more embodiments of the subject
matter described in this specification are set forth in the
accompanying drawings and the description below. Other
features, aspects, and advantages of the subject matter will
become apparent from the description, the drawings, and the
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an example environment in
which a cloud provider provides the use of computing
resources to cloud clients by way of a cloud network.

FIG. 2 is a flow chart of an example process for allocating
resources.

FIG. 3 is a flow chart of an example process for grouping
resource requests.

FIG. 4 is a flow chart of another example process for
grouping resource requests.

FIG. 5 is a flow chart of another example process for
grouping resource requests.

FIG. 6 is flow chart of an example process for generating
compliant resource requests for groups of resource requests.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

A system can group requests for computing resources that
do not meet a quantity-based condition, such as a unit
resource requirement, for a supply of computing resources.
As used herein, a quantity-based condition specifies a par-
ticular resource request must be for a particular quantity of
the resource for each allocation request. The type of com-
puting resource and the quantity depend on the particular
quantity-based condition. For example, a computing
resource provider, such as a cloud provider, may deploy
computing resources in racks and may require that each
request be for a particular number of racks of computing
resources. However, some resource requesters may require
or desire less than the required number of racks or have
some overflow from a request that requires more than the
particular number of racks. Such requests that require less
than a quantity-based condition, or more than a quantity-
based condition (or more than a whole multiple of a quan-
tity-based condition) are referred to as “non-compliant
requests.” The system can group non-compliant requests,
e.g., from multiple different requesters unaffiliated with one
another, to form compliant requests that meet the quantity-
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4

based condition. The compliant requests can then be input to
a process that allocates computing resources based on the
requests.

Quantity-based conditions, as described above, can also
define the requirements in terms of discrete units. For
example, a cloud provider may require that each request
specify ten racks. In some instances, a group of resource
requests may not completely meet the conditions of the
cloud provider. A group of two requests may combine for a
request of eight racks, such as 4.9 for a first request (e.g.,
submitted by a first requester) and 3.1 for a second request
(e.g., submitted by a second requester different from the first
requester). The system can round up each request (e.g., to 5
racks and 4 racks), resulting in the group of requests being
non-compliant based on being short one rack. The cost of the
one additional rack can be split between the two requests
(e.g., based on the amount of racks requested in each
request) to form a compliant request for ten racks. If the one
rack can later be sold to another requester, then the cost may
be recovered for the two requesters.

Another condition that may be placed upon requests is a
ratio-based condition. As used herein, a ratio-based condi-
tion specifies a preferred or required ratio between the
quantities of two computing resources specified in a request.
For example, the ratio-based condition can be based on
ratios between the quantities of two or more resources that
are installed together in a rack. A rack of computing
resources often includes a particular number of processor
cores and a particular amount of data storage (or particular
amounts of other types of computing resources, such as
networking devices). The cloud provider may prefer
requests (or combined requests) that have a ratio of proces-
sor cores to data storage that matches or is close to matching
a ratio between processor cores and data storage for its racks
(or ratios for other computing resources). The system can
identify requests to include in a combined request such that
the ratio for the combination of the requests closely matches
the specified ratio for the racks.

The system can also identify requests to group into a
combined request based on other features of the requests.
For example, if the resource allocation process employs an
auction based on bids, requests having similar bid values
may be grouped together. Each request in the combined
request may win or lose allocation of resources based on the
bid amount for the combined request. The bid for the
combined request may be based on the individual bids that
make up the combined request.

The requests can be in terms of (or converted to) abstract
computing units rather than actual discrete computing
resources. For example, each request may be for a particular
amount of computing power, or in terms of an abstract
computing unit (“ACU”) that is based on a particular
amount of computing power. In addition, the cloud provider
may require that each request specify a particular amount of
computing power, such as ten units of computing power. The
use of abstract units allows the cloud provider flexibility in
how it provides the resources to the requesters. For example,
the cloud provider may be able to provide a particular
amount of computing power using two processor cores in a
situation where a resource requester may request four pro-
cessor cores.

These features and other features are described in more
detail with reference to FIGS. 1-6 and the written description
below.

FIG. 1 is a block diagram of an example environment 100
in which a cloud provider 104 provides the use of computing
resources to cloud clients 111 by way of a cloud network
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102. The cloud network 102, which can include a local area
network (LAN), wide area network (WAN), the Internet, or
a combination thereof, connects the cloud provider 104 (and
its computing resources) with the cloud clients 111.

The cloud provider 104 can provide the use of computing
resources, such as processors, data storage, virtual machines,
and software applications over the cloud network 102. In
some implementations, the cloud provider 104 is an Infor-
mation Technology (“IT”) group (e.g., within a company or
external IT provider) that makes computing resources avail-
able to individuals or groups within an organization by way
of an Intranet, WAN, or other type of network. The cloud
provider 104 may also be a third party broker that allocates
computing resources from one or multiple cloud computing
providers.

The resources provided via the cloud network 102 can
include raw computing resources, machine-level resources,
racks of computing resources, and other types of computing
resources that are accessible over a cloud network 102. For
example, the resources may include processor cores,
memory, data storage, network devices, and/or software
applications. The resources can be provided in discrete units
or in groups, e.g., a group of processors and memory. The
resources can also be distributed across multiple locations.
For example, the resources provided by a cloud provider 104
may be distributed across multiple resource centers that are
located in different parts of the world.

The cloud provider 104 can specify one or more condi-
tions that resource requests must meet to be allocated the
computing resources of the cloud provider 104. A variety of
appropriate conditions for managing allocations can be used.
For example, the cloud provider 104 may specify, as a
condition, that each request must be for a particular quantity
of a resource. This quantity-based condition may be
expressed in terms of discrete resources (e.g., ten processor
cores), in terms of a group or installation of resources (e.g.,
five racks of resources), and/or in terms of abstract comput-
ing units (e.g., twenty ACUs that are based on computing
power). The cloud provider 104 may also specify a ratio-
based condition. The ratio-based condition can specity a
preferred or required ratio between the quantities for two
types of computing resources. For example, an installation
(e.g., rack) of computing resources may include a particular
ratio between two resources, such as a ratio between pro-
cessor cores and data storage. The cloud provider 104 may
specify that requests must be within a threshold amount of
the ratio. The conditions can be stored in a provider condi-
tions data store 124.

Individuals and organizations can request computing
resources by submitting resource requests 113 to the cloud
provider 104 using a cloud client 111 (e.g., a computer). The
resource requests 113 may include data identifying one or
more computing resources that the individual or organiza-
tion is requesting to use. The resource requests 113 may also
include data specifying a quantity of the resource that is
requested. The cloud provider 104 can store the resource
requests 113 and/or data regarding the requested resources in
a resource requests data store 126.

The cloud provider 104 includes a resource allocation
system 120 that allocates available computing resources
identified in the available resource data store 122 (or a
portion of the available resources) based, at least in part, on
the resource requests 113. In some implementations, the
resource allocation system 120 allocates the resources using
an auction process. For example, each resource request 113
may include a bid for the desired resource(s). The bid may
specify an amount that the individual or organization that
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submitted the resource request 113 is willing to pay for
allocation of the resource(s). The resource allocation system
120 can allocate the computing resources based on the bids
specified by the resource requests 113. In some implemen-
tations, the resource allocation system 120 allocates the
computing resources based on other factors, such as priority
or need. For example, an IT department for an organization
may allocate computing resources based on the particular
need of each resource requester (e.g., department, group, or
individual) within the organization.

The resource allocation system 120 can also provide
resource allocation data 115 to the cloud clients 111. The
resource allocation data 115 for a particular cloud client 111
may include data specifying computing resources allocated
to the cloud client 111 and, for auction-based implementa-
tions, the winning bid for each of the allocated resources.

The resource allocation system 120 includes a request
aggregator 125. The request aggregator 125 can group
resource requests 113 that are non-compliant request into
groups, for example, to generate compliant requests that
meet conditions of the cloud provider 104. As an example,
a cloud provider 104 may specify, as a condition, that each
request for its computing resources request a particular
quantity of ACUs or a particular quantity of racks. The
request aggregator 125 can group resource requests that
specify less than the particular quantity to form combined
requests that are for the particular quantity of ACUs or the
particular number of racks. These combined requests can be
adjusted, if needed, to form compliant requests and include
an allocation process (e.g., an auction process performed by
the resource allocation system 120) with other compliant
requests (e.g., resource requests originally for the particular
quantity). Each group can include one or more resource
requests 113. In addition, a group may include resource
requests 113 received from two or more different cloud
clients 111, e.g., from two or more individuals or organiza-
tions that are not affiliated with each other.

FIG. 2 is a flow chart of an example process 200 for
allocating computing resources. Operations of the process
200 can be implemented, for example, by a data processing
apparatus, such as the resource allocation system 120 and/or
the request aggregator 125 of FIG. 1. The process 200 can
also be implemented by instructions stored on computer
storage medium, where execution of the instructions by a
data processing apparatus cause the data processing appa-
ratus to perform the operations of the process 200.

In general, the process 200 allocates available computing
resources to cloud clients based on resource requests
received from the cloud clients and conditions, such as
quantity-based conditions, specified for the computing
resources, for example, by the cloud provider 104. Resource
requests that do not meet the conditions may be grouped to
form combined compliant requests before being provided to
an allocation process, such as an auction process. Although
the process 200 is described in terms of allocating comput-
ing resources based on ACUs, the process 200 can also be
used to allocate computing resources based on racks, dis-
crete computing resources, combinations of computing
resources, or other sizes of computing demand.

A supply of computing resources is converted into ACUs
(202). In some implementations, the supply of computing
resources can be delineated into groups based on their
characteristics, such as geographic location, required failure
domains, and network constraints. For each group, the
supply of computing resources can be converted to ACUs
based on the amount of computing power available in the
group. Each ACU may be based on a particular amount of
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computing power, such as a particular amount of data
processing power, a particular amount of bandwidth and/or
aparticular amount of data storage. The amount of ACUs per
group can be determined based on the computing power
available in the group and the amount of computing power
per ACU.

A set of resource requests 113 is received (204). The
resource requests 113 may be received from one or more
cloud clients 111, for example, that are operated by indi-
viduals or organizations that would like to use computing
resources. Each resource request 113 can specify one or
more computing resources (e.g., in abstract terms or in terms
of the actual requested resources), a quantity of each com-
puting resource requested, and, for auction-based implemen-
tations, a bid specifying an amount the individual or orga-
nization is willing to pay for allocation of the computing
resource(s). For resource requests that specify actual
resources, such as racks or processor cores, the request can
be converted to ACUs based on the computing power of the
resources requested. The resource requests 113 can also
specify required or preferred attributes of the computing
resources. For example, a resource request may specify a
minimum redundancy and/or a particular geographic area in
which the computing resources should be located.

A quantity-based condition that resource requests 113 are
to meet is identified (206). A quantity-based condition can
specify that each request for a particular computing resource
must be for a particular quantity of the resource. This
quantity may be expressed in terms of a particular quantity
of ACUs, such as twenty ACUs.

A proper subset of resource requests whose requested
quantity of computing resource does not meet the quantity-
based condition for their requested computing resources are
identified (208). The identified resource requests of the
proper subset can include resource requests for which the
requested quantity is less than the quantity specified by the
quantity-based condition for the computing resources speci-
fied by the resource requests. For example, a resource
request may specify ten ACUs of resources that are provided
by the cloud provider. In this example, if the quantity-based
condition specified by the particular cloud provider is
greater than ten, the resource request may be identified for
inclusion in the proper subset.

Some resource requests may also specify a quantity of
computing resources that exceeds the quantity-based condi-
tion for the requested resource. Such a resource request may
be separated into multiple resource requests that meet the
quantity-based condition. If there is any overflow, the over-
flow may be contained in a resource request that is identified
for the proper subset. For example, consider a quantity-
based condition that requires each resource request to
specify five racks of computing resources and a resource
request for twelve racks of computing resources. In this
example, three resource requests may be generated. Two of
the resource requests may be for five racks each. The other
resource request may be for two racks, which is less than the
required five racks. Thus, this other resource request may be
identified for the proper subset.

The resource requests of the proper subset are grouped
into one or more groups (210). The resource requests may be
grouped based on the quantity of the resources specified by
the resource requests, and optionally other characteristics.
For example, the request aggregator 125 can identify
resource requests to include in a particular group such that
the total quantity of a computing resource for the group
matches or is close to matching the quantity-based condition
for the cloud provider.
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The resource requests can be grouped in a manner to
minimize (or at least reduce) the difference between the
quantity of computing resources specified by the resource
requests of each group and the quantity-based condition. For
example, two or more resource requests for which their total
quantity of requested computing resources meets the quan-
tity-based condition may be included in a group together. In
addition, two or more resource requests for which their total
quantity of requested computing resources is within a
threshold amount of the quantity-based condition may be
included in a group together.

A combined resource request is generated for each group
(212). The combined resource request for a group can
specify the computing resources requested by its group of
resource requests and a total quantity of the computing
resources for the group. In some implementations, each
combined resource request is configured as a compliant
request that meets the respective quantity-based condition
for the resources specified by the resource requests of the
group. If the total quantity of computing resources is less
than the quantity-based condition, the individual quantities
for the resource requests can be increased such that the total
quantity meets the quantity-based condition. For example,
consider a quantity-based condition of ten ACUs per
resource request and a group that has resource request A for
four ACUs and resource request B for four ACUs. Both
quantities can be increased to five ACUs (for a total of ten
ACUs) to meet the condition of ten ACUs for the group
request.

For auction-based implementations, each combined
request may include a bid for the computing resources of the
combined request. The bid may be based on the individual
bids of each resource request included in the group for which
the combined request was generated. For example, a com-
bined request may be for two individual resource requests
that each specify ten units of a computing resource and that
have different bid amounts for the units. In this example, the
two bid amounts may be combined to form a bid for the
combined request. For example, the bid amount of the
combined request may be the average of the two bid
amounts, the weighted average of the two bid amounts (e.g.,
weighted based on the relative quantity of resources
requested by each request), or some other measure of central
tendency for the two bid amounts.

In some implementations, the individual resource requests
that make up a combined request win or lose allocation of
computing resources together based on the bid for the
combined request. As described in more detail below, the
resource requests can be grouped based on their bid amounts
such that the bid for the combined requests are close to that
of the bid amounts of the individual resource requests of the
combined request.

The combined requests and the resource requests that
meet their respective quantity-based condition indepen-
dently are provided as inputs to an allocation process (214).
The allocation process may be an auction process or another
process for allocating a set of available computer resources
based on requests. In an auction process, the available
computing resources may be allocated to the cloud clients
based on the bids (e.g., combined bids for the combined
requests and the bids for resource requests that meet their
respective quantity-based condition independently).

Data specifying an allocation of the set of computing
resources is received (e.g., by the resource allocation system
120) from the allocation process (216). In addition, data
regarding computing resources allocated to a cloud client
can be provided to the cloud client.
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Data is provided that causes the set of resources to be
allocated to resource requesters based on the specified
allocation (218). For example, the data may be provided to
an apparatus (e.g., an apparatus that is part of, or separate
from, the resource allocation system 120) that allows access
to the allocated computing resources based on the data.

In some implementations, the request aggregator 125
considers additional characteristics of resource requests in
determining whether to group the resource requests to form
a compliant request. For example, a cloud provider 104 may
install a particular number of processor cores and a particu-
lar amount of data storage in each rack, thus forming a ratio
between the number of processors and the amount of data
storage for the racks. The cloud provider 104 may prefer (or
require) resource requests 113 (or combined requests) that
have a ratio between a number of requested processor cores
and an amount of data storage that is within a threshold
amount of the ratio for the racks. In another example, the
request aggregator 125 may group resource requests having
similar bid amounts (e.g., within a threshold amount) for
auction-based implementations.

FIG. 3 is flow chart of an example process 300 for
grouping resource requests. Operations of the process 300
can be implemented, for example, by a data processing
apparatus, such as the resource allocation system 120 of
FIG. 1. The process 300 can also be implemented by
instructions stored on computer storage medium, where
execution of the instructions by a data processing apparatus
cause the data processing apparatus to perform the opera-
tions of the process 300.

Resource requests that do not independently meet a
quantity-based condition for computing resources specified
by the resource requests are identified (302). For example, as
described above, a cloud provider may specify a quantity-
based condition that resource requests, and combined
requests, must meet for the computing resources to be
considered for allocation to the cloud clients. Resource
requests that do not meet the quantity-based condition may
be identified, for example, for inclusion in a proper subset of
resource requests.

Two or more resource requests are identified as candidates
for grouping together in a group (304). The resource
requests may be identified as candidates for grouping based
on attributes or characteristics of the candidate requests. For
example, resource requests that specify the same resource
may be identified as candidates for a group together. The
resource requests may also be identified as candidates for
grouping based on the quantity of computing resources
specified by the resource requests. For example, the resource
requests may be identified as candidates in response to the
sum of the quantities of computing resources specified by
the identified resource requests being equal to or within a
threshold amount of a quantity-based condition for the
computing resources.

The candidate requests are grouped together based on
characteristics of the candidate requests (306). For example,
the request aggregator 125 may consider additional charac-
teristics in addition to the quantity of the computing
resources requested in determining whether to group the
resource requests to form a combined request. These addi-
tional characteristics may include a ratio between quantities
of two types of computing resources requested and/or simi-
larity between bids for computing resources. For example,
the request aggregator 125 may attempt to group resource
requests such that the total quantity of computing resources
requested by the group matches or is close to matching (e.g.,
within a threshold amount) the quantity-based condition
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specified by the cloud provider for the computing resources
and such that an aggregate ratio between two types of
computing resources requested by the group matches or is
close to matching (e.g., within a threshold amount) a pre-
ferred ratio specified by the cloud provider. The request
aggregator 125 may also attempt to group resource requests
such that the total quantity of computing resources requested
by the group matches or is close to matching (e.g., within a
threshold amount) the quantity-based condition specified by
the cloud provider for the computing resources and such that
the bids for each request in the group are similar (e.g., within
a threshold amount).

FIG. 4 is a flow chart of an example process 400 for
grouping resource requests using ratios between quantities
of computing resources. Operations of the process 400 can
be implemented, for example, by a data processing appara-
tus, such as the resource allocation system 120 of FIG. 1.
The process 400 can also be implemented by instructions
stored on computer storage medium, where execution of the
instructions by a data processing apparatus cause the data
processing apparatus to perform the operations of the pro-
cess 400.

Two or more resource requests are identified as candidates
for a group (402). For example, the two or more candidate
requests may be identified from a proper subset of resource
requests that do not meet a quantity-based condition. The
two or more candidate requests may be identified as candi-
dates based on their requested quantities of computing
resources and/or other characteristics as described above
with reference to FIG. 3. Each of the two or more candidate
requests may specify two or more types of computing
resources that are being requested. For example, each can-
didate request may specify a particular quantity of processor
cores and a particular amount of data storage requested by
its respective cloud client.

A combined ratio is determined for the candidate requests
(404). The combined ratio may be a ratio between a total
quantity of a first computing resource and a total quantity of
a second computing resource for the candidate requests. For
example, the first computing resource may be processor
cores and the second computing resource may be data
storage. In this example, the combined ratio would be a ratio
between the total number of processor cores requested by
the candidate requests and the total amount of data storage
requested by the candidate requests.

A determination is made whether the combined ratio is
within a threshold amount of a preferred ratio for the
computing resources (406). For example, the resource pro-
vider for the two types of computing resources may specify
a preferred ratio based on the ratio between the resources in
actual installations for the resources. If the combined ratio is
within the threshold amount of the preferred ratio, the
candidate requests are grouped to form a combined request
(408). Otherwise, if the combined ratio is not within the
threshold amount of the preferred ratio, the candidate
requests are not grouped to form a combined request (410).
Instead, other candidates may be evaluated for grouping.

FIG. 5 is a flow chart of an example process 500 for
grouping resource requests based on bid values. Operations
of the process 500 can be implemented, for example, by a
data processing apparatus, such as the resource allocation
system 120 of FIG. 1. The process 500 can also be imple-
mented by instructions stored on computer storage medium,
where execution of the instructions by a data processing
apparatus cause the data processing apparatus to perform the
operations of the process 500.
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Two or more resource requests are identified as candidates
for a group (502). For example, the two or more candidate
requests may be identified from a proper subset of resource
requests that do not meet a quantity-based condition. The
two or more candidate requests may be identified as candi-
dates based on their requested quantities of computing
resources and/or other characteristics as described above
with reference to FIG. 3.

A bid is identified for each of the two or more candidate
requests (504). The bid for each candidate request may
specify an amount the individual or organization that sub-
mitted the candidate request is willing to pay for allocation
of the resources specified by the candidate request.

A determination is made whether the bids for the candi-
date requests are within a threshold amount of each other
(506). For example, the amount of each bid may be com-
pared to the amount of each other bid to determine whether
the bids are within a threshold amount of each other. If the
bids are not within a threshold amount of each other, the
candidate requests may not be grouped to form a combined
request (510).

If the bids are within a threshold amount of each other, the
candidate requests may be grouped to form a combined
request (508). Additionally, the bid for the combined request
may be determined based on the bids for the candidate
requests. For example, the bid for the combined request may
be the average or weighted average of the individual bids of
the candidate requests. The bids may be weighted based on
the quantity of computing resources requested by each
candidate request. For example, if a first of the candidate
requests is for ten ACUs and a second is for twenty ACUs,
the bid of the second candidate may be weighted more (e.g.,
double) than the bid for the first candidate request.

After identifying groups of resource requests, the groups
can be used to form combined requests that are eligible for
an allocation process. FIG. 6 is a flow chart of an example
process 600 for generating compliant resource requests for
groups of resource requests. Operations of the process 600
can be implemented, for example, by a data processing
apparatus, such as the resource allocation system 120 of
FIG. 1. The process 600 can also be implemented by
instructions stored on computer storage medium, where
execution of the instructions by a data processing apparatus
cause the data processing apparatus to perform the opera-
tions of the process 600.

A group of resource requests is identified (602). The
group of requests can include one or more, or two or more
resource requests that were identified for inclusion in a
group. For example, the resource request(s) may be identi-
fied for a group using one or more of example processes
300-500 illustrated in FIGS. 3-5 and described above.

A quantity-based condition for the resource requests of
the group is identified (604). For example, the cloud pro-
vider that is making the computing resources available may
specify a particular quantity of the computing resources that
must be requested to be included in an allocation process
that allocates the computing resources.

A determination is made whether the quantity of comput-
ing resources requested by the group (e.g., sum of the
quantities of each individual resource request of the group)
meet the quantity-based condition (606). If the quantity of
computing resources requested by the group meets (e.g.,
equals) the quantity-based condition, a combined request
may be generated for the group (608). This combined
request may be a compliant request that is eligible for the
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allocation process in response to quantity of computing
resources requested by the group meeting the quantity-based
condition.

If the quantity of computing resources requested by the
group does not meet (e.g., is less than) quantity specified by
the quantity-based condition, the quantity of the resources
requested by each resource request of the group may be
increased (610). If one or more of the quantities specifies a
non-integer quantity, the quantity may be rounded up to the
next integer. For example, the quantity-base condition may
be 10 ACUs, and the group may include a first request for
4.1 ACUs and a second request for 2.8 ACUs. The quantity
of the first request may be increased to 5.0 ACUs and the
quantity of the second request may be increased to 3.0
ACUs.

If, after rounding, the combined quantity is less than the
quantity specified by the quantity-based condition, the quan-
tities can be further increased to meet the quantity specified
by the quantity-based condition. Or, some excess resources
may be included in a combined request. As described below,
the cost for the excess resources can be divided between the
cloud clients. If the excess resources can be used by another
cloud client, the excess can be allocated to the other cloud
client and the cost for the excess resources can be recovered,
or at least partially recovered.

A compliant request is generated for the group in response
to the increased quantities meeting the condition or an
amount of excess resource being included in the combined
request (612). The compliant request can be provided as
input to the allocation process.

A quantity of excess resources for the group used to form
the combined request is identified (614). Continuing the
previous example, the quantity-based condition specified 10
ACUs and the adjusted total quantity for the group was 8.0
ACUs (5.0+3.0). In this example, the excess amount of
computing resources needed to make the combined request
compliant is 2.0 ACUs.

A cost for allocation of resources for a compliant request
is identified (616). For example, the combined, compliant
request may be provided as input to an auction-based
allocation process that allocates computing resources based
on a bid for the resources. The allocation process may also
assign a cost for the request based on the bid, or a next
highest bid. For example, the cost for a request that wins
allocation may be based on the next highest bid plus a
particular amount.

The cost for the excess resources is identified based on the
cost for the compliant request (618). For example, the cost
for the excess resources may be based on its portion of the
total resources specified by the combined requests. Continu-
ing the previous example, there are 2.0 ACUs of excess
resources in a combined request for 10 ACUs. In this
example, the cost for the excess resources may be 20% of the
total cost for the combined request.

The cost for the excess resources is divided between the
cloud clients (620). In some implementations, the cost may
be divided equally between the multiple cloud clients. In
some implementations, cloud clients that requested lesser
amounts of resources may bear more of the cost for the
excess resources than cloud clients that requested more
resources. Without grouping and aggregation, the cloud
clients that requested fewer quantities of resources may have
had to request more excess resources to be eligible for
allocation of any resources. Thus, they may, on some
implementations, be required to bear more of the cost for the
excess resources of the group.
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For example, consider a quantity-based condition speci-
fying 6.0 ACUs per request. A first resource request that
specifies 0.7 ACUs may be grouped with a second resource
request that specifies 2.2 ACUs. In block 610, the quantities
of the resource request may be rounded up to 1.0 ACUs for
the first resource request and 3.0 for the second resource
request. The group’s total quantity in this example is 4.0
ACUs, which is 2.0 less than the condition of 6.0 ACUs. To
make a combined request for the group compliant, 2.0
excess ACUs must be included in the request. Without
grouping and aggregation, the first resource request would
include 5.0 excess ACUs and the second resource request
would include 3.0 excess ACUs. In some implementations,
ratios between the excess resources of the original requests
and the total quantity of excess resources that would be
requested by the two original requests before grouping can
be used to determine how to assign the costs of the excess
resources between the cloud clients. For example, Relation-
ship (1) below can be used to determine the quantity of
excess resources for which an individual or organization
associated with a cloud client is charged.

Relationship: Excess Quantity for Request=OEQ/

TOEQ*EQG (6]

In Relationship (1), “Excess Quantity for Request” is the
quantity of excess computing resources of the combined
request for the group for which a cloud client is responsible;
“TOEQ?” is the total original excess quantity of computing
resources for the resource requests in the group before
grouping; “OEQ” is the original quantity of excess comput-
ing resources for the resource request; and “EQG” is the
excess quantity of computing resources for the group after
grouping. Continuing the previous example, the excess
quantity for which the cloud client that submitted the first
resource request would be responsible using Relationship
(1) would be 5.0/8.0%2.0, or 1.25 ACUs. In this example, the
TOEQ is 8.0 (5.0 excess resources for the first request+3.0
excess resources for the second resource request). The
excess quantity for which the cloud client that submitted the
second resource request would be responsible using Rela-
tionship (1) would be 3.0/8.0%¥2.0=0.75 ACUs. For the
combined, compliant request of 6.0 ACUs, the first resource
request would be for a total of 2.25 ACUs (1.0 ACU+1.25
ACU) and the second resource request would be for a total
of 3.75 ACUs (3.0 ACUs+0.75 ACUs). If the 2.0 excess
ACUs can be assigned to another cloud client, the costs of
the 2.0 ACUs can be recouped and distributed to the
individuals or organizations associated with the two cloud
clients.

Although the example operating environment and pro-
cesses described above have been described largely in terms
of a single cloud provider, the operating environment and
processes can be configured for multiple cloud providers.
For example, a third party cloud broker may allocate
resources made available by multiple cloud providers to
cloud clients using the processes described above. In such
implementations, each cloud provider may specify condi-
tions, such as quantity-based conditions and/or ratio-based
conditions for its resources. The cloud broker can include a
request aggregator that groups requests for each cloud
provider based on their respective conditions.

Embodiments of the subject matter and the operations
described in this specification can be implemented in digital
electronic circuitry, or in computer software, firmware, or
hardware, including the structures disclosed in this specifi-
cation and their structural equivalents, or in combinations of
one or more of them. Embodiments of the subject matter
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described in this specification can be implemented as one or
more computer programs, i.e., one or more modules of
computer program instructions, encoded on computer stor-
age medium for execution by, or to control the operation of,
data processing apparatus. Alternatively or in addition, the
program instructions can be encoded on an artificially-
generated propagated signal, e.g., a machine-generated elec-
trical, optical, or electromagnetic signal, that is generated to
encode information for transmission to suitable receiver
apparatus for execution by a data processing apparatus. A
computer storage medium can be, or be included in, a
computer-readable storage device, a computer-readable stor-
age substrate, a random or serial access memory array or
device, or a combination of one or more of them. Moreover,
while a computer storage medium is not a propagated signal,
a computer storage medium can be a source or destination of
computer program instructions encoded in an artificially-
generated propagated signal. The computer storage medium
can also be, or be included in, one or more separate physical
components or media (e.g., multiple CDs, disks, or other
storage devices).

The operations described in this specification can be
implemented as operations performed by a data processing
apparatus on data stored on one or more computer-readable
storage devices or received from other sources.

The term “data processing apparatus” encompasses all
kinds of apparatus, devices, and machines for processing
data, including by way of example a programmable proces-
sor, a computer, a system on a chip, or multiple ones, or
combinations, of the foregoing The apparatus can include
special purpose logic circuitry, e.g., an FPGA (field pro-
grammable gate array) or an ASIC (application-specific
integrated circuit). The apparatus can also include, in addi-
tion to hardware, code that creates an execution environment
for the computer program in question, e.g., code that con-
stitutes processor firmware, a protocol stack, a database
management system, an operating system, a cross-platform
runtime environment, a virtual machine, or a combination of
one or more of them. The apparatus and execution environ-
ment can realize various different computing model infra-
structures, such as web services, distributed computing and
grid computing infrastructures.

A computer program (also known as a program, software,
software application, script, or code) can be written in any
form of programming language, including compiled or
interpreted languages, declarative or procedural languages,
and it can be deployed in any form, including as a stand-
alone program or as a module, component, subroutine,
object, or other unit suitable for use in a computing envi-
ronment. A computer program may, but need not, correspond
to a file in a file system. A program can be stored in a portion
of a file that holds other programs or data (e.g., one or more
scripts stored in a markup language document), in a single
file dedicated to the program in question, or in multiple
coordinated files (e.g., files that store one or more modules,
sub-programs, or portions of code). A computer program can
be deployed to be executed on one computer or on multiple
computers that are located at one site or distributed across
multiple sites and interconnected by a communication net-
work.

The processes and logic flows described in this specifi-
cation can be performed by one or more programmable
processors executing one or more computer programs to
perform actions by operating on input data and generating
output. The processes and logic flows can also be performed
by, and apparatus can also be implemented as, special
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purpose logic circuitry, e.g., an FPGA (field programmable
gate array) or an ASIC (application-specific integrated cir-
cuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read-only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing actions in accor-
dance with instructions and one or more memory devices for
storing instructions and data. Generally, a computer will also
include, or be operatively coupled to receive data from or
transfer data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto-optical disks, or
optical disks. However, a computer need not have such
devices. Moreover, a computer can be embedded in another
device, e.g., a mobile telephone, a personal digital assistant
(PDA), a mobile audio or video player, a game console, a
Global Positioning System (GPS) receiver, or a portable
storage device (e.g., a universal serial bus (USB) flash
drive), to name just a few. Devices suitable for storing
computer program instructions and data include all forms of
non-volatile memory, media and memory devices, including
by way of example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
disks, e.g., internal hard disks or removable disks; magneto-
optical disks; and CD-ROM and DVD-ROM disks. The
processor and the memory can be supplemented by, or
incorporated in, special purpose logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described in this specification can be imple-
mented on a computer having a display device, e.g., a CRT
(cathode ray tube) or LCD (liquid crystal display) monitor,
for displaying information to the user and a keyboard and a
pointing device, e.g., a mouse or a trackball, by which the
user can provide input to the computer. Other kinds of
devices can be used to provide for interaction with a user as
well; for example, feedback provided to the user can be any
form of sensory feedback, e.g., visual feedback, auditory
feedback, or tactile feedback; and input from the user can be
received in any form, including acoustic, speech, or tactile
input. In addition, a computer can interact with a user by
sending documents to and receiving documents from a
device that is used by the user; for example, by sending web
pages to a web browser on a user’s client device in response
to requests received from the web browser.

Embodiments of the subject matter described in this
specification can be implemented in a computing system that
includes a back-end component, e.g., as a data server, or that
includes a middleware component, e.g., an application
server, or that includes a front-end component, e.g., a client
computer having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any
combination of one or more such back-end, middleware, or
front-end components. The components of the system can be
interconnected by any form or medium of digital data
communication, e.g., a communication network. Examples
of communication networks include a local area network
(“LAN”) and a wide area network (“WAN”), an inter-
network (e.g., the Internet), and peer-to-peer networks (e.g.,
ad hoc peer-to-peer networks).

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
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programs running on the respective computers and having a
client-server relationship to each other. In some embodi-
ments, a server transmits data (e.g., an HTML page) to a
client device (e.g., for purposes of displaying data to and
receiving user input from a user interacting with the client
device). Data generated at the client device (e.g., a result of
the user interaction) can be received from the client device
at the server.

While this specification contains many specific imple-
mentation details, these should not be construed as limita-
tions on the scope of any inventions or of what may be
claimed, but rather as descriptions of features specific to
particular embodiments of particular inventions. Certain
features that are described in this specification in the context
of separate embodiments can also be implemented in com-
bination in a single embodiment. Conversely, various fea-
tures that are described in the context of a single embodi-
ment can also be implemented in multiple embodiments
separately or in any suitable subcombination. Moreover,
although features may be described above as acting in
certain combinations and even initially claimed as such, one
or more features from a claimed combination can in some
cases be excised from the combination, and the claimed
combination may be directed to a subcombination or varia-
tion of a subcombination.

Similarly, while operations are depicted in the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or in sequential order, or that all illustrated operations
be performed, to achieve desirable results. In certain cir-
cumstances, multitasking and parallel processing may be
advantageous. Moreover, the separation of various system
components in the embodiments described above should not
be understood as requiring such separation in all embodi-
ments, and it should be understood that the described
program components and systems can generally be inte-
grated together in a single software product or packaged into
multiple software products.

Thus, particular embodiments of the subject matter have
been described. Other embodiments are within the scope of
the following claims. In some cases, the actions recited in
the claims can be performed in a different order and still
achieve desirable results. In addition, the processes depicted
in the accompanying figures do not necessarily require the
particular order shown, or sequential order, to achieve
desirable results. In certain implementations, multitasking
and parallel processing may be advantageous.

What is claimed is:

1. A method comprising:

receiving, by a cloud provider server and from one or

more cloud client devices of resource requesters, a set
of requests for computing resources, each request
specifying one or more computing resources and, for
each of the one or more computing resources, a quan-
tity of the computing resource requested;

identifying, by the cloud provider server, a quantity-based

provider condition that a request must meet for inclu-
sion in an allocation process that allocates computing
resources based on requests for the computing
resources;

including in a proper subset of the requests, each received

request that fails to meet the quantity-based provider
condition;

grouping, by the cloud provider server, requests in the

proper subset of requests into one or more groups based
at least on the quantity of the one or more resources
specified by each request of the proper subset and the
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quantity-based provider condition, each group includ-
ing one or more requests, and at least one group
including requests received from different resource
requesters;

generating, by the cloud provider server, a respective

combined request for each group of requests, each
combined request being a request that meets the quan-
tity-based provider condition;

providing, by the cloud provider server, each combined

request and each request of the set of requests that
independently meet the quantity-based provider condi-
tion as inputs to the allocation process;

receiving, by the cloud provider server, data specifying an

allocation of a set of computing resources from the
allocation process; and

providing, by the cloud provider server, data that causes

the set of computing resources to be allocated to
resource requesters based on the specified allocation.

2. The method of claim 1, wherein the quantity-based
provider condition specifies a particular quantity of
resources that must be requested for inclusion in the allo-
cation process, the method further comprising:

identifying two or more requests for which a sum of the

quantities of the one or more resources specified by the
two or more requests meets the particular quantity of
resources; and

determining to group the two or more resources in

response to the sum meeting the particular quantity of
resources.
3. The method of claim 1, wherein the quantity-based
provider condition specifies a particular quantity of
resources that must be requested for inclusion in the allo-
cation process, the method further comprising:
determining that a sum of the quantities of the one or more
resources specified by requests of a particular group is
less than the particular quantity of resources; and

increasing the quantity specified by each request of the
particular group such that a sum of the increased
quantities of the one or more resources specified by the
group meets the particular quantity specified by the
quantity-based provider condition.

4. The method of claim 1, further comprising:

determining that a sum of the quantities of the one or more

resources specified by requests of a particular group is
less than a particular quantity of resources specified by
the quantity-based provider condition;

identifying a quantity of excess resources to be requested

in a combined request for the particular group based on
a difference between a sum of the quantities and the
particular quantity of resources specified by the quan-
tity-based provider condition;

identifying a cost for a compliant request that meets the

particular quantity specified by the quantity-based pro-
vider condition;

determining a cost for the excess resources based on the

cost for the compliant request and the quantity of
excess resources to be requested; and

dividing the cost for the excess resources between the

each request included in the particular group.

5. The method of claim 4, wherein dividing the cost of the
excess resources between each request included in the
particular group comprises:

determining that a first quantity of the one or more

computing resources specified by a first request
included in the particular group is less than a second
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quantity of the one or more computing resources speci-
fied by a second request included in the particular
group; and

assigning a greater proportional share of the cost of the

excess resources to the first request than the second
request in response to determining that the first quantity
is less than the second quantity.

6. The method of claim 1, wherein:

the provider condition specifies a preferred ratio between

a quantity of a first computing resource and a quantity
of a second computing resource included in a request;
and

grouping the proper subset of requests into one or more

groups comprises:

identifying a first request and a second request of the
proper subset as candidates for a particular group;

determining a combined ratio between (a) a total quan-
tity of the first resource specified by the first request
and the second request; and (b) a total quantity of the
second resource specified by the first request and the
second request;

determining that the combined ratio is within a thresh-
old amount of the preferred ratio; and

determining to group the first and second requests in a
particular group together in response to determining
that the combined ratio is within a threshold amount
of the preferred ratio.

7. The method of claim 1, wherein grouping the proper
subset of requests into one or more groups comprises:

identifying a first request and a second request of the

proper subset as candidates for a particular group, the
first request including a first bid specifying an amount
that a first requester is willing to pay for the one or more
computing resources specified by the first request, and
the second request includes a second bid specifying an
amount that a second requester is willing to pay for the
one or more computing resources specified by the
second request;

determining that the amount of the first bid is within a

threshold amount of the amount of the second bid; and

determining to group the first and second requests in a

particular group together in response to determining
that the amount of the first bid is within a threshold
amount of the second bid.

8. The method of claim 7, wherein the allocation process
comprises an auction that allocates the set of resources based
on bid amounts specified by the requests provided as input
to the allocation process.

9. The method of claim 8, further comprising determining
a bid amount for a combined request for the particular group
based on the amounts specified by the first and second bids.

10. The method of claim 1, wherein each request specifies
the one or more computing resources in abstract computing
units.

11. A system, comprising:

a data store for storing quantity-based provider condi-

tions; and

one or more cloud provider servers configured to interact

with the data store, the one or more cloud provider

servers being further configured to perform operations

comprising:

receiving, by the one or more cloud provider servers
and from one or more cloud client devices of
resource requesters, a set of requests for computing
resources, each request specifying one or more com-
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puting resources and, for each of the one or more
computing resources, a quantity of the computing
resource requested;

identifying, by the one or more cloud provider servers,
a quantity-based provider condition that a request
must meet for inclusion in an allocation process that
allocates computing resources based on requests for
the computing resources;

including in a proper subset of the requests, each
received request that fails to meet the quantity-based
provider condition;

grouping, by the one or more cloud provider servers,
requests in the proper subset of requests into one or
more groups based at least on the quantity of the one
or more resources specified by each request of the
proper subset and the quantity-based provider con-
dition, each group including one or more requests,
and at least one group including requests received
from different resource requesters;

generating, by the one or more cloud provider servers,
a respective combined request for each group of
requests, each combined request being a request that
meets the quantity-based provider condition;

providing, by the one or more cloud provider servers,
each combined request and each request of the set of
requests that independently meet the quantity-based
provider condition as inputs to the allocation pro-
cess;

receiving, by the one or more cloud provider servers,
data specifying an allocation of a set of computing
resources from the allocation process; and

providing, by the one or more cloud provider servers,
data that causes the set of computing resources to be
allocated to resource requesters based on the speci-
fied allocation.

12. The system of claim 11, wherein the quantity-based
provider condition specifies a particular quantity of
resources that must be requested for inclusion in the allo-
cation process, the method further comprising:

identifying two or more requests for which a sum of the

quantities of the one or more resources specified by the
two or more requests meets the particular quantity of
resources; and

determining to group the two or more resources in

response to the sum meeting the particular quantity of
resources.
13. The system of claim 11, wherein the quantity-based
provider condition specifies a particular quantity of
resources that must be requested for inclusion in the allo-
cation process, the method further comprising:
determining that a sum of the quantities of the one or more
resources specified by requests of a particular group is
less than the particular quantity of resources; and

increasing the quantity specified by each request of the
particular group such that a sum of the increased
quantities of the one or more resources specified by the
group meets the particular quantity specified by the
quantity-based provider condition.

14. The system of claim 11, wherein the one or more
processors are further configured to perform operations
comprising:

determining that a sum of the quantities of the one or more

resources specified by requests of a particular group is
less than a particular quantity of resources specified by
the quantity-based provider condition;

identifying a quantity of excess resources to be requested

in a combined request for the particular group based on
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a difference between a sum of the quantities and the
particular quantity of resources specified by the quan-
tity-based provider condition;

identifying a cost for a compliant request that meets the

particular quantity specified by the quantity-based pro-
vider condition;

determining a cost for the excess resources based on the

cost for the compliant request and the quantity of
excess resources to be requested; and

dividing the cost for the excess resources between the

each request included in the particular group.

15. The system of claim 14, wherein dividing the cost of
the excess resources between each request included in the
particular group comprises:

determining that a first quantity of the one or more

computing resources specified by a first request
included in the particular group is less than a second
quantity of the one or more computing resources speci-
fied by a second request included in the particular
group; and

assigning a greater proportional share of the cost of the

excess resources to the first request than the second
request in response to determining that the first quantity
is less than the second quantity.

16. The system of claim 11, wherein:

the provider condition specifies a preferred ratio between

a quantity of a first computing resource and a quantity
of a second computing resource included in a request;
and

grouping the proper subset of requests into one or more

groups comprises:

identifying a first request and a second request of the
proper subset as candidates for a particular group;

determining a combined ratio between (a) a total quan-
tity of the first resource specified by the first request
and the second request; and (b) a total quantity of the
second resource specified by the first request and the
second request;

determining that the combined ratio is within a thresh-
old amount of the preferred ratio; and

determining to group the first and second requests in a
particular group together in response to determining
that the combined ratio is within a threshold amount
of the preferred ratio.

17. The system of claim 11, wherein grouping the proper
subset of requests into one or more groups comprises:

identifying a first request and a second request of the

proper subset as candidates for a particular group, the
first request including a first bid specifying an amount
that a first requester is willing to pay for the one or more
computing resources specified by the first request, and
the second request includes a second bid specifying an
amount that a second requester is willing to pay for the
one or more computing resources specified by the
second request;

determining that the amount of the first bid is within a

threshold amount of the amount of the second bid; and

determining to group the first and second requests in a

particular group together in response to determining
that the amount of the first bid is within a threshold
amount of the second bid.

18. The system of claim 11, wherein the allocation process
comprises an auction that allocates the set of resources based
on bid amounts specified by the requests provided as input
to the allocation process.



US 9,471,391 Bl

21

19. The system of claim 11, further comprising determin-
ing a bid amount for a combined request for the particular
group based on the amounts specified by the first and second
bids.

20. A non-transitory computer storage medium encoded
with a computer program, the program comprising instruc-
tions that when executed by a cloud provider server cause
the cloud provider server to perform operations comprising:

receiving, by the cloud provider server and from one or

more cloud client devices of resource requesters, a set
of requests for computing resources, each request
specifying one or more computing resources and, for
each of the one or more computing resources, a quan-
tity of the computing resource requested;

identifying, by the cloud provider server, a quantity-based

provider condition that a request must meet for inclu-
sion in an allocation process that allocates computing
resources based on requests for the computing
resources;

including in a proper subset of the requests, each received

request that fails to meet the quantity-based provider
condition;
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grouping, by the cloud provider server, requests in the
proper subset of requests into one or more groups based
at least on the quantity of the one or more resources
specified by each request of the proper subset and the
quantity-based provider condition, each group includ-
ing one or more requests, and at least one group
including requests received from different resource
requesters;

generating, by the cloud provider server, a respective
combined request for each group of requests, each
combined request being a request that meets the quan-
tity-based provider condition;

providing, by the cloud provider server, each combined
request and each request of the set of requests that
independently meet the quantity-based provider condi-
tion as inputs to the allocation process;

receiving, by the cloud provider server, data specifying an
allocation of a set of computing resources from the
allocation process; and

providing, by the cloud provider server, data that causes
the set of computing resources to be allocated to
resource requesters based on the specified allocation.
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